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The world’s largest SX-Aurora 
TSUBASA system operating at 

Tohoku University
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Self-introduction
• Hiroyuki TAKIZAWA

• Professor and Deputy Director of the Cyberscience Center, Tohoku University.
• HPC Lab at Graduate School of Information Sciences, Tohoku University

Laboratory Members @ Online Drinking Party

NUG Society Meeting 35

https://www.hpc.is.tohoku.ac.jp
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Tohoku University 東北大学
• Tohoku University was established as Japan's third national university in 

1907.  Located on the ancient site of Aoba Castle in Sendai City, Tohoku 
University is proud to be ranked among Japan's leading universities.

   (https://www.tohoku.ac.jp/en/about/index.html)

NUG Society Meeting 35

Sendai

Tokyo 1.5h

Tohoku

17,685 Students
  3,145 Faculty Staffs

It’s announced today that Japanese government designated Tohoku University 
as the first University for International Research Excellence.
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History and Missions of CSC Tohoku-U
• Missions of Cyberscience Center

• Offering leading-edge computing environments to 
academic users nationwide in Japan

• 24/7 service of Supercomputer AOBA
• 1,612 users (as of March 2024)

• User supports
• Benchmarking, analyzing, and tuning users’ programs
• Presenting seminars and lectures on supercomputing

• R&D on supercomputing
• Joint research projects with users and NEC on HPC 

• Designing next-generation high-performance computing systems 
and their applications for highly-productive supercomputing

• Education
• Teaching and supervising BS, MS and Ph.D. Students

• History
1969 Foundation

1985 NEC SX-1

1989 NEC SX-2

1994 NEC SX-3

1998 NEC SX-4

2003 NEC SX-7

2008 Reorganization
 NEC SX-9

2015 NEC SX-ACE
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AOBA (2020)
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System Updates

NUG Society Meeting 35
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Ethernet 10G

Storage AOBA-A AOBA-BFront-end 
servers

InfiniBand HDR 200G

InfiniBand NDR 200G

AOBA-S Storage Frond-end 
servers

Internet

1.48 Pflop/s
 893 TB/s

279 Tflop/s
29 TB/s

21.05 Pflop/s
  9.97 PB/s

4.5 PB
(Lustre)

2 PB (ScaTeFS)

NEC SX-Aurora TSUBASA C401-8 x 504

NEC SX-Aurora TSUBASA B401-8 x 72DDN SFA7990XE NEC LX 406Rz-2 x 68

DDN ES400NVX2

System Configuration of AOBA-1.5

NUG Society Meeting 35
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AOBA-S Started Operation in August 2023

NUG Society Meeting 35

System operation experience (esp. user support activity) + research activity



8

HPL and HPCG Benchmarks
• They are two extremes for benchmarking HPC systems

NUG Society Meeting 35

High Performance Linpack (HPL) 
    solving a dense system of linear equations.

HPL performance is well correlated with 
theoretical peak flop/s rate of the system. 

High Performance Conjugate Gradient (HPCG)
  solving a sparse system of linear equations.

HPCG is intended as a complement to HPL, and the HPCG 
performance is heavily influenced by memory bandwidth 
of the system.
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AOBA-S ranked at the 61st of TOP 500 List as of June 2024
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AOBA-S Earth
Simulator

Plasma
SimulatorDWD DWD
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HPCG Efficiency

NUG Society Meeting 35
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The Most Powerful Vector Supercomputer!

NUG Society Meeting 35

(As of June 2024)

1.5

Takahashi et al: Performance Evaluation of a Next-Generation SX-Aurora TSUBASA Vector Supercomputer, 
International Conference on High Performance Computing (ISC’23), pp.359-378, 2023.

Very efficient for memory-intensive workloads
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User Support Activity
at Tohoku University

NUG Society Meeting 35
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Slide courtesy by Prof. Chisachi Kato
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Code Optimization for SX-Aurora TSUBASA
• Exploiting the memory bandwidth of SX-Aurora TSUBASA VE3 for 

real-world applications
• Promoting compiler’s vectorization
• Use of Basic Sparse Matrix Operation library (NLC SBLAS)
• Optimization of reordering parameters

NUG Society Meeting 35
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NEC Numeric Library Collection SBLAS
https://sxauroratsubasa.sakura.ne.jp/documents/sdk/SDK_NLC/UsersGuide/sblas/f/en/index.html

The speedup ratio is reasonable by considering
the difference in sustained memory bandwidths.
 Code is well optimized for SX-Aurora TSUBASA
     (thanks to Toshihiro Kato at NEC)

https://sxauroratsubasa.sakura.ne.jp/documents/sdk/SDK_NLC/UsersGuide/sblas/f/en/index.html
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Improving Weak Scalability
• Scalability at increasing the problem size with the system size

• Ideally the performance per VE should be constant but actually not.
• Optimizations

• Hybrid parallelization + MPI comm. optimization + Bank conflict avoiding

NUG Society Meeting 35
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AOBA for Big Data Analysis
• The most important metric at AOBA system design was memory bandwidth

• The highest priority is given to efficient execution of numerical simulations
• AOBA is now expected to work as an infrastructure for data analysis.

NUG Society Meeting 35

Tohoku University
Cyberscience Center

Synchrotron Radiation Facility
NanoTerasu

AOBA Data Lake
100Gbps x 2
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AOBA as a Cloud Storage for NT users

NUG Society Meeting 35

Lustre

Object

AOBA-S’s storage is split into two.

DDN S3 Data Service

Data sharing with other cloud storages
and authorized users on the Internet.

NanoTerasu users can quickly and easily access
data and resources with their web browsers

AOBA Computing Resources
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AOBA in 1st NanoTerasu Paper
• Top 1 at “Most read” ranking!

NUG Society Meeting 35



21

X-ray Ptychographic Coherent Diffraction 
Imaging (PCDI)
• PCDI scans a sample using X-ray beam to obtain a diffraction pattern at each scan 

position. 
• The sample image is then reconstructed from the diffraction patterns using phase 

retrieval algorithms such as the Extended Ptychographical Iterative Engine (ePIE).
• Phase retrieval algorithms are computationally intensive and generally 

bottlenecked by Fast Fourier Transform (FFT).

NUG Society Meeting 35

Phase
Retrieval

Diffraction Patterns

Detector
Sample

Sample
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Implementation of ePIE on the Vector Engine
• Basic design

• Core computation is implemented in C and invoked from Python 
using NLCpy’s (NumPy-like library for VE) JIT compilation feature.

• Anything else (such as I/O and memory management) is 
implemented in Python and NLCpy for productivity.

• 2D FFT optimized for small arrays 
      (thanks to  Arihiro Yoshida at NEC)

• NLC ≤ 3.0.0 parallelized and vectorized the same axis, leading to 
insufficient average vector length for the array sizes we are 
targeting.

• To improve the FFT performance for small arrays, NEC engineers 
added a new code path [1] in NLC 3.1.0 that parallelizes and 
vectorizes different axes.

NUG Society Meeting 35
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[1] P. Vizcaino et al., “Acceleration with long vector architectures: Implementation and evaluation of the FFT kernel on 
NEC SX-Aurora and RISC-V vector extension,” CCPE, vol. 35, no. 20, 2024.
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NLC 3.0.0

NLC 3.1.0
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Performance evaluation
• Ran ePIE on an intermediate-size dataset 

using three ePIE implementations:
• Original MATLAB code
• CuPy (NumPy-like library for GPU)  port
• NLCpy (NumPy-like library for VE) port [2]

• NLCpy on VE30A is fastest and achieves over 
2x speedup over CuPy on A100 80GB PCIe.

• Scientific outcomes have been published in 
the very first academic paper from 
NanoTerasu [3].

NUG Society Meeting 35

[2] https://github.com/keichi/aoba-ptycho
[3] N. Ishiguro et al., “Towards Sub-10 nm Spatial Resolution by Tender X-ray Ptychographic Coherent Diffraction 
Imaging,” APEX, vol. 17, no. 5, 2024.
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Recent Research Activity

NUG Society Meeting 35
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Physical world

Cyber world

Identifying disaster processes
• Impact
• Exposure
• Social dynamics
• Socio-economic
           recovery

Cooperation with 
disaster responders

Real-time forecast and data 
assimilation of disaster 
processes (Hazard & Exposure)Fusion of earth 

observation data
Earth 
observation

Peoples flow
Traffic

Quantifying resilience 
functions (Human activity, Lifeline, 
Traffic, Medical, Economy, …)

Policy design & evaluation
What-if analysis for disaster scenarios

Continuous monitoring of 
social dynamics

Remote sensing
Dynamic census

• Curation of disaster management policies
• Possible policies and their consequences

Mo
nit
ori
ng

Social response analysis Time t

Disaster Disaster

t0 t1 t2

F0

Resilience function

Smart sensing of 
peoples flow and 
traffic status

Copy (Twin)

Feedback

• Multi-agent simulation
• Social dynamics simulation
• Evaluation of policy-making

Policy implications

F

Disaster Digital Twin for Resilience
Shunichi Koshimura, International Research Institute of Disaster Science, Tohoku University

Forecast

by RTi-cast, Inc.

Reduce functionality loss 
and recover quickly

Exposure & Alert
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Real-time estimation of fault 
model from GEONET data 
(REGARD; GSI)

Real-time simulation on Supercomputer AOBA at 
Tohoku University with considering current costal 
facilities and tide height at the occurrence.

Quantitative estimation of damages

>7min (present) >10min (present) >10min (present)
>3min (target) >1min (target) >1min (target)

26

Full-automatic real-time estimation of tsunami damage

Successfully operated upon the earthquake in March 2023

Courtesy of Prof. Koshimura
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Workflow + Batch Job Scheduling

NUG Society Meeting 35

Node

Time

Just keep all nodes busy
For academic use

Node

Time

A

Realtime data  analysis

Various jobs must collaborate
External data sources

B
C

DeadlineWorkflow
Dependency among jobs

Queuing
= Fair execution
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Working very actively in this research field!
• Workshop on Job Scheduling Strategies for Parallel Processing (JSSPP’24) 

NUG Society Meeting 35

3 out of 10 technical papers are 
from our research group!
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Summary
• AOBA-1.5 (2023.8-2028.3)

• 10 months since AOBA-S started operation
• AOBA-S can achieve excellent performance on memory-intensive workloads

• Ranked at the 13th place in the HPCG benchmark due to the high efficiency of approx. 5.5%.

• User Support Activities
• FrontFlow/blue (FFB) Flow Solver 
• X-ray Ptychographic Coherent Diffraction Imaging (ePIE)

• Research Activities
• Resource Management for Urgent Computing
 We are working actively in this research field.

NUG Society Meeting 35
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