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Cybermedia Center, Osaka University
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Cybermedia Center
Osaka University
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CYBERMEDIA CENTER

CMC main building IT core as data center

« Supercomputing center at Osaka University

* has a responsibility of providing a powerful high-performance computing
environment for university researchers across Japan as a national joint-
use facility.
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Overview of Cyberinfrastructure at Cybermeia Center@/llw@

Cybermedia Center
Osaka University

Open to Support diverse Pflops-class Stable compute

researchers in computing compute environment
Japan capacity provision

« Computing Infrastructure

OCTOPUS

Cbemed enTer

Internet Login & Front End Nodes - = fll;tp\l\e/:)crﬁmpu‘ter * SQUlD 16 594 PﬂOpS Slnce 2022 ‘ @l'll'

uuuuuuuuuuuuuuuuuuuuuuuuuu
—-----------------ﬂwww&-

ONION i T
% L. mdxll: 0.4 Pflops since 2024 N !
= i |
- _ ) N I mdxlIl i
Two supercomputing systems are available e
POINT on data aggregation infrastructure. . Data Aggregation Infrastructure , -. _
Two supercomputing systems guarantee the « ONION
sustainability of computing infrastructure and data .
infrastructure. Also, ONION facilitates researchers to Object Storage HyperStore (0.5 PB) ONION
share scientific data with researchers in the world. » Parallel File System ExaScaler (21PB)

. _/
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OCTOPUS since Dec. 2017 OCTOPUS

Osaka university Cybermedia cenTer
Over-Petascale Universal Supercomputer

« PetaFlops-class Hybrid Supercomputing Systems

@@

Cybermedia Center

Osaka University

(Osaka university Cybermedia cenTer Over-Petascale Universal Supercomputer) OCTOPUS 1.46 PFlops

+ Theoretical (peak) Performance 1.463 PFlops |

CPU nodes: 236

Intel Xeon Gold 6126

7Rty (Skylake / 2.6 GHz 1237) 2%

ESale | 192 GB

12—a%Ik InfiniBand EDR (100 Gbps)

| GPU nodes: 37
Intel Xeon Gold 6126

7Rty (Skylake / 2.6 GHz 1237) 2%

ESueny 192 GB

TIEIL—4 NVIDIA Tesla P100 (NVLink) 4%

A2—0%J8 InfiniBand EDR (100 Gbps)

| Many core nodes: 44
Intel Xeon Phi 7210

TResy (Knights Landing / 1.3 GHz 64317) 13

IREE 192 GB

A>R—a%7h InfiniBand EDR (100 Gbps)

| Large memory nodes: 2
Intel Xeon Platinum 8153

7Rty (Skylake / 2.0 GHz 1637) 8%

IRBEE 6TB

12—k InfiniBand EDR (100 Gbps)

Storage
. TPV AT L DDN EXAScaler
We are in the process of procurement - o

for next OCTOPUS. (Target: September 2025)
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SQUID since May 2021 & UIID olle

Inerdacipinary Detascence. SQUID > 27 LAk Syremmedia center
* Cloud-linked High Performance Computing and High Performance | CPU nodes |
Data Anal SIS Sl_'l pe_rcmeUter Sys_tem (SupercompUter for QueSt to 1520 nodes x peak perf. 5.837 TFlops 8.871 PFLOPS
Unso"’ed nterdISCIpIInary Datasc'ence) Zatvy Intel Xeon Platinum 8368 ( Ice Lake / 2.40 GHz 3817 ) 2 &

IRERER 256 GB

+ Peak Performance 16.591 PFlops

GPU nodes

42 nodes x peak perf. 161.836 TFlops 6.797 PFLOPS
otvy Intel Xeon Platinum 8368 ( Ice Lake / 240 GHz 38 O7 ) 2 &
IRRER 512GB
GPU NVIDIA HGX A100 8 GPU 7R—K ( Delta )
| Vector nodes

36 nodes x peak perf. 25.611 TFlops 0.922 PFLOPS
ZOtevy AMD EPYC 7402P (2.8 GHz 2407 ) 1 &
ERERBR 128 GB

Vector Engine  NEC SX-Aurora TSUBASA Type 20A 8 &

| Interconnect

/—RME# Mellanox InfiniBand HDR ( 200 Gbps )

ONION data aggregation Infra.

| S3-compatible Parallel File System 21.2PB

7P4IYAFL  DDN EXAScaler (Lustre)

HDD 200PB

SsD 1.2PB

| S3-compatible Object Storage 500TB

#7Yz/hAR~Y  CLOUDIAN HyperStore

HDD 500 TB
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Overview of ONION

Cloud storage service

. == Link External storage
Web Access to ONION

Desktop Sync E/—v—

L Overseas Research Institutions
Data aggregation gateway <

with overseas research institutions

High- speed storage
High Performanee

Data manlpulatlo E  —| L X
through intuitive Web Ul J Data sharing
Archive storage

Parallel Storage Automatic aggregation of
) data from scientific measurement
Cybermedia Center devices

ckup agents

Automatic aggregation of
Data from loTsensors

/
E Sensor Data
B

esearcn centers =7 |
. Meeti
and department in campus NUGZOM\’SH E{,%%? ageeen{ng .




Internal structure of ONIONe

e kT

We®

W e b vrer’!:yedic: Center
SQUID user %\ Dav
WebDav-compatible
X
— \CIOUd Storage / S3-compatible Storage
Data aggregation infra. [ @ University of A
ONION ]
Online Storage
NextCloud Web
DAV
Scientific devices — S3 '
on campus » NFS — CIFS C S30compatible
NFS S3 cloud storage

S3 |e—

Parallel File System Object Storage

EE é EXAScaler HyperStore

—

_—

Q\K

=<
e —>
® mm

ES—3_!_|/ / 0 S3-compatible
& “ S3 H \_éd Cloud storage

loT sensors NUG2024 NEC User Group Meetine. Non-SQUID user



ONION at-aglance o

.
@ - sffiles/2dir=/CloudianS 3&fileid=69639732 A
ONION
~file - | Q
Y4 X
a4y >
KAD-KREERTTSY 221KB
FIAARRSTAISURT.
88 KB
<1KB
<1KB

‘Cybermedia Center, Osaka University

DDN EXAScaler

Cloudian HyperStore Appliance 1610 Labo. webdav

Lo

EHER

24 A

27 Al

24 A

27 A
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Cybermedia Center

Osaka University

Background of mdx ||
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[Background of mdx Il ] A Cloud Platform for Supporting Data Science and Cross-

Disciplinary Research Collaborations (mdx)

« mdx system was installed at University of
Tokyo in 2021.

 [tis a vmware-based laaS-typed cloud
infrastructure

« The mission of mdx is to enable academia
(universities and national research

Generic CPU Nodes @

@<

External Connection an
Router (400GbEx2) >

Ethernet Network (100GbE/25GbE)

el

GPU Acceleration Nodes@

institutions), industry, and government to

Virtual Disk

collaborate rapidly, closely and efficiently
by sharing knowledge of data and
information sciences, knowledge and
culture in specific fields, data and
software, and a computational
Infrastructure that runs the necessary
software

* 9 universities and 2 research institutes
have been jointly operating mdx

R
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Center for Artificial Intelligence Research
University of Tsukuba

Information Technology Center
The University of Tokyo

National Institute of f Informatics

National Institute of Advanced Industrial Science

and Technology
Information Technology and Human Factors

..............

mdx is virtualized with VMware and sliced per unit
in vCPU and GPU.

Tokyo Institute of Technology Global Scientific
Information and Computing Center

Nagoya University Information Technology Center

Academic Center for Computing and Media Studies,
Kyoto University

Cybermedia Center
Osaka University

Research Institute for Information Technology
Kyushu University

https.//mdx.jp/



A Cloud Platform for Supporting Data Science and Cross-Disciplinary ‘ .
Research Collaborations (mdx) Cybermedia Center

Osaka University

Pitual The mdx system allows users to build their own
software stack (virtual machine) by slicing

@@@@@ computational, storage and network resources per
T = o o unit in vCPU and GPU,

( Internet =

" Mobile
~ SINET

s ’_T.‘f-:_li“

CPU Pack GPU Pack
. A A
4 Public ‘M CPU Cores 1 Virtual Core 18 Virtual Cores
Cloud -
~ GPUs 1GPU
-
Memory 1.51GB 57.60GB
shared object GPU Memory 4068
storage ) ) ) :
Maximum # Packs Assignable to 1 Virtual Machine 152 Packs 8 Packs
Total Theoretical Computational Performance (Double Precision) Approx. 38.35 GFLOPS Approx. 20.2 TFLOPS
............. Total Theoretical Computational Performance (Single Precision) Approx. 20.9 TFLOPS
Total Theoretical Computational Performance (Half Precision) Approx. 315 TFLOPS

Supercompting
systems

Secure and high-
speed storage (¥ A Wisteria/BDEC-01)

S https.//madx.jp/



[Long road to mdxIl]  mdx platform is getting old.

University of Tokyo (as mdx organization) appealed the necessity and importance of mdx Il for
supporting Japanese researchers in a sustainable way to MEX E/the Ministry of Education,
Culture, Sports, Science and Technology, Japan

(361%M3: 21,332,539.54 EURO)

g

mdxl| Eroposal was approved, but the budget was 58 (2,962,581.89 EURO) as a supplementary
budget in 2022---

(We have been requesting the expansion of mdx2:-- As the result, another approx. 5&H
was accepted in 2023 and we are now working for the procurement of mdxll. Also | have just submitted the further
expansion proposal of mdxll last month in 2024 for next fiscal year:--)

From the aslaects of resilience to disasters, Osaka University became a candidate location to
install mdx Il system.

We investigated the feasibility of installing the system at Osaka University from the following
major perspectives.

« Whether power and cooling facility has enough capacity to accommodate it? Even if possible, whether it affects to the
future system installation planning at our center?

« Whether the running cost after installing the system can be financially covered?
« How many engineers are required for stable operation?
« What is the merit of accepting the system for Osaka University?
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Overview of mdx |l

@@

Cybermedia Center

Osaka University

e laaS (Infrastructure-as-a-Service) —typed Computing infrastructure

« NEC LX 102Bk-8 (Intel Sapphire Rapids 56core x 2) x 60 nodes

« Using OpenStack, Vmware —based virtualization.

Internet

T—IENH

BES AT A

AT ST I AR

xw;—rgm

&

(®Amdx)

.. Cloudian HyperStore
0

- seup "I_

n

"'
®) | OCTOPUS gl
= =]

"” Lk HSA-1610 x3(155%
y—— QNION;
fo)-Co— i

HERFSIE

E=HU Tl

NVIDIA Mellanox SN4600V_ x2

Barreleye Appliache x1

S37UtRBY—/\
S3DS Appliance x2

mdxll
T ‘ BARITA |
HEESR
NEC LX 108Rk-1 x1 a
| £
I
s3y—)\

NEC LX 108Rk-1 x5

EERY hDO—0

NEC Express5800 R120h-1M x1

=
——

F—HEEAR—SILT—)\

NEC Express5800 R120h-1M x1

- /

NEC QX-S7532HP  x1 =y
=" °X'56748XTM

NFSEY—/\

DDN 1U Server x2

AAF—=HANYITYTH—)\
DDN 2U Server x1

WHI7AISAT A o ]
DDN EXAScaler -

DDN MDS/MDT/OSS/OST ES400NVX2 x1
D7 A AT INERFIAEE : 453.24TB

&@T4Z€Gﬁ%%ﬁqﬁﬁ“_ er%o;roBup Meeting

RAFER/—R

NEC LX 102Bk-8 x 3¢k (5160 /— [¥)
U — RépI= D DIEBCPU : 2CPU
1CPUSB =D D774 : 5617
1CPUB 1= D DIZAEEINERE (fSF5E) : 3.584°
1CPUBIZDDAEUN RIE : 307.2C




Specsheet of mdx I C Y )

Cybermedia Center

Osaka University

mdx Il (as of 2024.04)

General CPU computing nodes
60 nodes x Theoretical performance/node 7.168TFLOPS 430.08TFLOPS

processor Intel Xeon Platinum 8480+ X 2
(Sapphire Rapids/ 56C, 2.0 GHz)

Main memory 512GB (32GB DDR5-4800 ECC RDIMM x 16)

Interconnect

Inter-node connection 200GbE

Storage
File system DDN EXAScaler (Lustre)
Actual size 553.24 TB

By the end of March
2025(Japanese fiscal year 2024),

mdx2 system will be expanded.
We are currently in the process of
procurement.
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sofih/ua.re stack

Osaka University
(NEC system)

! Portal

OpenStack Horizon
Nextcloud

i

’ Zabbly

authentication

g User's Application

Network mngmnt.

server admin.
Ansible

File System

/ Protocol
Lustre
NFS

power/env. Mntrg
iDCNav

Infrastructure
as a Service
Red Hat
OpenStack

‘ Operating System

1
y Red Hat Enterprise Linux l

I Platform
Intel Xeon , NVIDIA H100,
DDN Storage, Cloudian Storage

These node

.

These nodes were set up so that virtual machines on mdxll can be execute«
I-dﬂnltjcrnl-i;:- I I I D B S .

. 1
operation mngmnt

In.rastructure File System
¢s a Service / Protocol
VMware vSphere ! Lustre
‘Center NFS

( perating System
VVMware ESXi

P'atform
liitel Xeon ,DDN Storage,
(loudian Storage

University of Tokyo
(Fujitsu system)

! Infrastructure

Portal
current mdx portal for users
(vmware PSO portal)

File System
/ Protocol
Lustre

NFS

as a Service
VMware vSphere
vCenter

Operating System
VMware ESXi

Platform
Intel Xeon, NVIDIA A100,
DDN Storage, juniper Network

R —

[ A——

operation mngmnt.

authentication

Network mngmnt.
Juniper SDN

server admin.
Ansible

power/env. Mntrg.

NUG2024 NE
S were sect

User Grou

up s

RN ——

that Virtual machines on mdx can be run on mdxll.




nectation to maxll from

<a University perspective
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Acceleration of HPC-related projects

using mdx Il (CMC perspective) @M@

Cybermedia Center
Oraka University

eriffedia cenTer
al gu CO uter

Towards a research hub that accelerates sl %
large-scale data science, by formulating [
eResearch environment synergizing
SQUID/OCTOPUS, mdxll and ONION.

Data aggregation infra. (ONION) .| Cloud platform (Mdx) « == == === 1
|

F Supercomputing systems = = = = ¥
I We want to perform computational | ONION promotes data science I Dynamic deploy and removal of user-dedicated

i i : : activities by probiding the laaS environment (tenant) accommodates a
simulation and numerical analysis (HPC) as |I functionalities of aggregating, ] diversity of compute needs difficult to satisfy

|We”haS HDPL[()S CharLaCter.lze()j VIQ//Il’r_h(I\l;leyV%/f)rdS ] sharing and managing Iarge—amoun! with supercomputing systems. Also, it helps
S €l Selp Liselt g, achine | of data intuitively and efficiently. | I users to implement and provide their solution as a

I Learning) and Al(artificial Intelligence). d — e e e e e e = g service.

Needs difficult to satisfy
using supercomputers

HPSC NEKS volo2 . 0 3 "N R X Real-time processing Algorithm evaluation

HEYS21L—Y3VICED : Ll y - 7 3 s =7 we want to perform real-

oo

B35 O {2 } | j R i I X f d
RE FRARR mymsn TEuHLOR TEE(LIL— RS J7 3 1 ! b tlme ana yS|S (0] ata )
retrieved from loT devices

on campus.

HPSCINEWIS vol13 4

w—sranEa0e muin M
A EE




OU vision and what CMC envisions. @M@

~OQOU vision 2021 towards a world-leading innovative university which contributes to social S¥bsrmedia Center
innovation~

Realization of “University of Society and for Society” leading “Co-creation innovation”
by setting the goal to realize “co-creation” defined by five pillars

“Open Education”,“Open Research”, “Open Innovation”,”Open Community”, and "Open Governance”

« Formulation of R&D eco-system leveraging supercomputing
R and D eco system systems at the Cybermedia Center

+ Acceleration of co-creation between academia and industry,
international collaboration, and regional cooperation

assm (2 Feedback to Society

RN
HARBTIBLTO
ORI R

* Nurturing of future leading human resources

Research
achievements

pplication to

[eXe]
S5 .

= Social Problem
; gs
EQEEIAR  EINNN ASHRHTR | o
KER KR X¥R g =
=
SHERFRAFRTOISLOEE CL g
Res.eamh F— S B MEX DL LD TE” §: a
Environment ORREMRT SFEMS €8
[Ty
’%\ ® @ o

e B N <
Ly @
7% i
5 2, o
{‘?.Q‘I‘,Z_ ‘ A\
’3}}3\ . N z A -
P L J J
Research e i

Issues
Feedback to research . .
® T o 3 Analysis of feedback {C User Group Meeting

to society



Expectation to the formulation of data utilization hub through mdx I

I

® \\e realize the feedback of research results to our society by performing high performance computing using scientific

data accumulated on ONION without moving large-amount of money.
® Co-creation activities between academia and industry will be activated on the place where data is located. In other

words, mdxll and ONION attracts co-creation activities in Osaka University.

~—— N

® mdxll allows Osaka
university to be a center
of co-creation activities
by aggregating data and

o —
£,
~ape™ g
— e omputational resourgess:
Feedback to society == .
; ; = s

Data utilization platform oo ' ' ]

Osaka University Knowledge Archive

{ < { 5 e [OK A RA 5151896

Il
Education and kbaiik ‘Q%}é%« Research data aggregation

research 1 infrastructure

N achievement

N\ dicovery

@rcation of research results

HPCE A

Increase of collaborative
research opportunities
® Increase of indirect

expense income

For scientific
discovery and

findings

R\ S .
N i  Activate Research

Activities
Researchers gather the place

| 000 000 ' ‘ co o o t
A .w&&%ﬁw&l 'Aer Oy ng where data is located.
00 0 000 O
AVAIZAR RYAVAIA RrAYAYR 4@—“ AVAZAIA MVIANAYA ANAYAIA

G




RED-ONION:Reinforcement of data
aggregation ﬁmctmnahtv

e E CMC =i
';.!.' (0

LB — ]
pTn I -
100GbE
WWWW AGBg0agA) (265a8aG0
Dmi@ i /EE lﬂ i
DINs

100GbE
400GbE ( @ 'ﬁD @

Site A

ODINS SINET
Closed (campus network)
Site B 100:ia/ 100GbE We are planning to deploy DTN and high-speed
Site D Network onto ONION, data infrastructure
DTN I 100GbE DTN ﬁ on Osaka University.
Site C

Large amount of data from scientific
DTN measurement facilities and devices can

be shared on campus.
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