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Why

This is Important

• Compute workload 
isolation

-> flexible

-> better

-> easy

• Storage Hardware  
Economics

-> maximum 

-> affordable 

-> linear 

Processor utilization

Application performance

Client QoS

Value of your HW

Data placement

(Meta) Data scaling
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Energy

Storage server resource efficiency

Performance

Application server performance 
optimization

Intelligence

(Meta) Data management and 
scalability 

Key Takeaways
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Content
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GLOBAL NAMESPACE

Automatic Tiering and 
Data Protection via 
S3 to On- Prem or 
Public Cloud Object 
Store

Clients data 
access via 
POSIX, NFS, 
SMB, S3, CSI and 
GPU Direct
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S3 DATA LAKE

PUBLICPRIVATE

I/O intensive 
Applications

AI/ML Fraud
Detection

Financial
Analysis Microscopy Geospatial

Research
Genomics /
Life Sciences

S3S3

Client

Backend
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Workload

WEKA User-Space Containers
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Software components

Weka server (a.k.a Backend 
host)

Weka POSIX 
client
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Stateless client: Cores &  NICs
Common mounting options

Frontend processes control
• -o num_cores=<1|2|4|...> -- controls the number of the FRONTEND drivers

Network device control
• -o net=<dpdk_nic|udp> 

• <dpdk_nic> – MLNX CX5 or newer; Intel E810, some Intel 10Gb NICs, vmxnet3

• udp – any NIC supported by Linux, including virtualized ones.

Core dedication control (relevant DPDK mounts)
• -o dedicated_mode=<full|none> -- uses RX interrupts instead of “spinning on a core”

Multi-NIC mounting with or without core pinning (“affinization”)
• -o num_cores=4,net=<nic1>,net=<nic2>
• -o core=48,core=49,net:s1-2=ibp12s0,core=50,core=51,net:s3-4=ibp18s0

HA mounting
• -o num_cores=6,net:ha=ibp97s0f0,net:ha=ibp225s0f0,mgmt_ip=10.0.4.102+10.0.10.102
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Client Container resource alignment

Source Text Placeholder

wekafsgw
• It tells the VFS layer what system calls we can do, e.g. 

read, write, lookup and so on.

• FE fetches IO and suddenly discovers that it cannot 
complete it due to choking. In this case FE returns special 
error code on the IO and GW knows that it should replay 
such IO from the beginning. Second reason is FE crash, 
the GW will replay all IOs that were in the middle of 
processing by the FE

wekafsio
• Gets requests from the gateway driver and relays them 

to the FE
• The main driver manages two queues, one for metadata 

(higher priority) and another for reads and writes 
• The queue size is flexible and each request can be in a 

number of states: Free -> Allocated -> FE Pending -> Sent 
-> Replied

• Front End node manages similar queue on its end

DPDK mount
-o net=enp225s0f1 / ib0

-o num_cores=2/4/8

-o core=16 -o core=63

-o net:s1-2=enp186s0 -o net:s3-

4=enp12s0

-o memory_mb=32000
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Client QoS

WEKA QOS is placed on the client container

Works for bandwidth and IOPS (read and write). 

There is an option to set this globally for all clients, you can then override with a mount 
option with -o remount.

This can be set with a ”guaranteed value” and a “burst value”

Preferred should be known cluster performance

Preferred should not be oversubscribed - This is the limit per container at or below the known 
cluster performance (known cluster performance/client containers = GB/s and IOPS value)

Low priority allows for over subscription –
burst while other jobs are not using much IO
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Resources

Leveraging HW resources at the 
most optimal mix including NUMA 
intelligence and power 
management.
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Backend Core Efficiency

WEKA MCB (Multi Container Backend)
Lets you assign your processors for 
Hardware and Software resources 
dynamically.



13 WEKA® Proprietary and Confidential. © 2023

Weka Configurator for MCB

Source Text Placeholder
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WEKA Backend Core & NUMA

Source of knowledge: docs.weka.io
https://docs.weka.io/install/bare-metal/using-cli#8.-configure-the-cpu-resources

https://docs.weka.io/install/bare-metal/using-cli
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Data Management 
Efficiency

WEKA’s zero-copy architecture 
enables intelligent data placement.
Revolutionize research and results 
by managing data-oceans 
transparently to your (AI)-compute 
farm. 
On-prem, hybrid and Multi-Cloud. 
WEKA runs anywhere.
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Weka Zero Copy Architecture

SPEED
SCALE 
SIMPLICITY
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Weka Zero Copy Architecture in Practice

SPEED
SCALE 
SIMPLICITY

https://sensa.biomedit.ch/index.html#infrastructure

https://sensa.biomedit.ch/index.html
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Weka Zero Copy Architecture

SPEED
SCALE 
SIMPLICITY

https://sensa.biomedit.ch/index.html#infrastructure

https://sensa.biomedit.ch/index.html
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Data Management Efficiency
weka fs tier s3 add myS3 --site local --
hostname=s3.localdomain.org --port=80 --
bucket=weka-HPC-AI --access-key-
id=AKIA3EOCJV63VELPTTWY --secret-
key=8PN+XWkDUa53JI94UtqTdwrivM/opjtPK
6CSuZi3  --auth-method=AWSSignature4

weka fs tier s3 attach <fs-name> 
<obs-name> [--mode mode]
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Data Management Efficiency
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Data Management Efficiency
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WEKA vs Local NVMe
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WEKA vs Local NVMe
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WEKA vs OTHERFS
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HPC/AI & Multicloud aka Cloud-Bursting
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HPC/AI & Multicloud aka Cloud-Bursting
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HPC/AI & Multicloud
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Thank You!
@wekaio /wekaio @wekaio


